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Client-server architecture

Server
process

Database server

Client Client Client
:9
il
il
_____ ! LAN
T=———7
:I
il
!
|
7 ¢ N
Input .~ ~ < Output
queue £ queue
Database

© McGraw-Hill 1999



Database Systems ‘
Chapter 10: Distributed architectures Hr

—

Example of assignment of timestamps using the
Lamport method
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Example of a distributed deadlock
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Example of a distributed deadlock detection
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Two-phase commit protocol

—

r
-

Prepare Global Decision Complete
timeout | _ _ _ _ timeout2 _ _ _ _
-7 o RN
\/ = ‘ = TM
\ \
\prepare I ready \decision l'ack
\ msg / msg \ msg I msg
\ / \ /
\ Ready / \ Local Decision
\ / \ /
\ / \ /
\ / \ /
\ / \ /
\ ’ \ B
/ / » RM

Window of uncertainty

[
I
I
|
|
>
I

© McGraw-Hill 1999



Database Systems Eﬂ
Chapter 10: Distributed architectures Hr
Two-phase commit protocol in the context of a
transaction
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Four-phase commit protocol
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Three-phase commit protocol
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Architecture of ODBC
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Interactions among client, TM and server with the
X-OPEN DTP protocol

Client-TM dialogue:

Session opening

Transaction starts
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Session close

Recovery (TM-driven)
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Architecture of a multi-database system
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Architecture for data warehouse systems
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Architecture with external data access
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Speed-up in a parallel system
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Scale-up in a parallel system
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Example of architecture with replicated data
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Tandem information system
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A possible event description

NANA
NI XN

© McGraw-Hill 1999



Database Systems
Chapter 10: Distributed architectures

Possible distributed wait conditions
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